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Abstract

Background: The advancement of the next-generation sequencing technology enables mapping gene
expression at the single-cell level, capable of tracking cell heterogeneity and determination of cell subpopulations
using single-cell RNA sequencing (scRNA-seq). Unlike the objectives of conventional RNA-seq where differential
expression analysis is the integral component, the most important goal of scRNA-seq is to identify highly variable
genes across a population of cells, to account for the discrete nature of single-cell gene expression and uniqueness
of sequencing library preparation protocol for single-cell sequencing. However, there is lack of generic expression
variation model for different scRNA-seq data sets. Hence, the objective of this study is to develop a gene expression
variation model (GEVM), utilizing the relationship between coefficient of variation (CV) and average expression level to
address the over-dispersion of single-cell data, and its corresponding statistical significance to quantify the variably
expressed genes (VEGs).

Results: We have built a simulation framework that generated scRNA-seq data with different number of cells,
model parameters, and variation levels. We implemented our GEVM and demonstrated the robustness by
using a set of simulated scRNA-seq data under different conditions. We evaluated the regression robustness
using root-mean-square error (RMSE) and assessed the parameter estimation process by varying initial model
parameters that deviated from homogeneous cell population. We also applied the GEVM on real scRNA-seq
data to test the performance under distinct cases.

Conclusions: In this paper, we proposed a gene expression variation model that can be used to determine significant
variably expressed genes. Applying the model to the simulated single-cell data, we observed robust parameter estimation
under different conditions with minimal root mean square errors. We also examined the model on two distinct scRNA-
seq data sets using different single-cell protocols and determined the VEGs. Obtaining VEGs allowed us to observe
possible subpopulations, providing further evidences of cell heterogeneity. With the GEVM, we can easily find out
significant variably expressed genes in different scRNA-seq data sets.
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Background
Single-cell analysis has emerged a decade ago to under-
stand the heterogeneity of a cell population, especially in
biology contexts such as early embryonic development
and tumor etiology [1]. Single-cell quantitative PCR
(qPCR) [2–4] or single-molecule RNA fluorescence in
situ hybridization (FISH) [5] have been widely used as
low-throughput approaches to measure the expression
of specific genes at a single-cell level. Although experi-
ments using these methods can provide crucial informa-
tion of cellular heterogeneity and the presence of
distinct cell subpopulations, only a small number of
genes can be monitored simultaneously. RNA sequen-
cing (RNA-seq), a developed approach using next-
generation sequencing (NGS) technology, can unbiasedly
detect the genome-wide gene expression of a sample.
Bulk RNA-seq experiments start with a large population
of cells (> 105), and the gene expression levels are con-
sidered as the average expression across the population
of a cell pool [6]. Bulk RNA-seq might be sufficient in
many contexts such as revealing the aberration of
mRNA expression between different treatments, condi-
tions, or phenotypes. However, biological questions like
diversity in early stage development embryonic cells,
which each cell has distinct functions, can't be explained
by bulk RNA-seq experiments. With recent introduction
of Smart-seq protocol, the required volume of starting
materials has been vastly reduced, making the single-cell
RNA sequencing (scRNA-seq) achievable [7, 8].
There are already several protocols for sequencing of

single cells, which allow researchers to assay high-
throughput gene expression profiling at the single-cell
level of a large number of cells. However, unlike the con-
ventional RNA-seq where analysis tools are abundantly
available, the lack of bioinformatics tools for single-cell
RNA-seq limits its huge potential. Comparing with bulk
RNA-seq measurements, single-cell RNA-seq data tend to
have much lower read counts (~200,000 to 5 million reads
per cell) [9], higher variability, and large number of out-
liers, and all these are poorly accommodated by conven-
tional RNA-seq analysis methods [10]. Unlike the
objectives of conventional RNA-seq where differential
expression analysis and the detection of differentially
expressed genes (DEGs) are integral components, the
most important goal of scRNA-seq is to identify variably
expressed genes (VEGs) across a population of cells to ac-
count for the discrete nature of single-cell gene expression
and uniqueness of sequencing library preparation protocol
for single-cell sequencing. As we observed, the transcrip-
tional heterogeneity of the cell population can be assessed
by the expression variation difference, whether they are
lowly or highly expressed, which conventional RNA-seq
analysis failed to identify due to the assumption of homo-
geneity within each cell subtype.

In recent studies, gene expression variation models
were proposed specifically for the corresponded scRNA-
seq experiments in order to detect VEGs deviated from
the Poisson model [11, 12]. However, different scRNA-
seq data sets rendered different distributions and a com-
mon mathematical description is necessary. Hence, the
purpose of this study is to provide a mathematical de-
scription of a gene expression variation model (GEVM)
for scRNA-seq data. The model addresses the over-
dispersion of single-cell data and the additional variabil-
ity caused by different sources of variation. By exploiting
existing statistical tools such as local regression and
nonlinear least squares curve fitting, the parameters of
gene variation model are estimated and statistical signifi-
cant VEGs can be identified. To study the robustness of
the model, we have built a simulation framework to gen-
erate single-cell RNA-seq data using different distribu-
tions in each step to imitate the dispersion of real data
in different conditions. We demonstrated robustness of
our method by applying it to the simulated data and test
how precise we can estimate the parameters to the initial
settings.

Methods
Modeling of single-cell RNA-seq data
To develop a generic GEVM, we exploited the over-
dispersion concept from edgeR [13]. Assuming each
gene's expression follows a negative binomial (NB) dis-
tribution with parameter NB(ri, pi) for i

th gene, we have

σ2i ¼
μi

1−pi
¼ μi þ

μ2i
ri
; ð1Þ

where the μ and σ2 are gene expression mean and vari-
ance, respectively. We further assume that in a given
condition across a cell population, the model parameter
r does not change (invariant to gene expression level), or

σ2 ¼ μþ αμ2; ð2Þ
where α is defined as the dispersion, or α = 1/r. For sim-
plicity, we omitted gene index from Eq. 2. Clearly, when
α > 0, the data are from a NB distribution. If α = 0, the
data can be represented by a Poisson distribution (or r→
∞), which follow the diagonal line with a slope of − 1

2 in
a log-log CV-mean plot where σ2 = μ in Eq. 2. However,
there are many sources of technical variation that con-
tribute to the variability of scRNA-seq data. For instance,
single-molecule capture efficiency, 3』 end bias due to
single-cell RNA library preparation protocol, and low ex-
pression of genes that are easily affected by noises [14].
In this respect, we assume σ2 = μ + bμ = βμ, where β = 1
+ b, and bμ is an additive noise component (propor-
tional to the mean signal strength). Thus, the data devi-
ate from the original diagonal line, following a line of
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log10ðCV Þ ¼ − 1
2 log10ðμÞ þ 1

2 log10ðβÞ . Consequently, we
extended the relation between the mean and variance
given in Eq. 2, by adding a model parameter β to repre-
sent the multiplicative effect of different sources of tech-
nical noises.

σ2 ¼ βμþ αμ2; ð3Þ

where we also assumed β is invariant within each cell
population. We further obtained, from Eq. 3, the rela-
tionships between the coefficient of variation (CV, de-
fined as σ/μ) of each gene across the cell population and
its average expression level as follows,

log10 CVð Þ ¼ 1
2
log10

β

μ
þ α

� �
: ð4Þ

Therefore, by measuring the CV and mean abundance
of gene expression μ from all genes, we can estimate the
two parameters α and β and dissect the baseline of the
cell population. Note that from Eq. 4 when the mean ex-
pression level μ becomes larger, CV→

ffiffiffi
α

p
, or a constant

coefficient variation [15], and when μ≪ 1 the σ2→ βμ,
or equivalently to a Poisson parameter λ ' = βμ.

Estimation of model parameters and selection of
significant VEGs
In order to identify genes whose variation of gene expres-
sion are larger than those defined by Eq. 4, we need to es-
timate model parameter α and β from a scRNA-seq data
set derived from a given cell population. The estimation
procedure is as follows (Fig. 1): firstly we calculate the
mean and coefficient of variation of each gene across a set
of cells; afterwards, we perform a robust local regression
implemented in locfit (R package) for fitting a robust CV-
mean relationship. The nonlinear curve starts at the point
with enough neighboring points (>0.5 % of total genes) to
prevent overemphasizing the low expression section due
to the subsampling in the next step. In addition, we also
terminate the nonlinear curve at the smallest CV point to
constrain to a flat line. As a typical phenomenon in
scRNA-seq, only a few genes with high expression levels,
results in an inaccurate local fitting at the right-tail side.
On the other hand, a large proportion of genes locates in
the middle section, leading to a bias during least-squares
fitting in the next step. To remedy this bias, we subsample
the fitted data points in a fixed interval (0.01 in log10 scale)
from the start to the terminal point. Then we employ non-
linear least-squares fitting implemented in nls (R package)
to estimate the two model parameters (α and β) of the
GEVM. Now we can get the CV difference Di, which is
the shortest distance of gene i to the ideal model with par-
ameter α and β as a measure of variability.

Determination of p-value of VEGs
Instead of picking VEGs by the rank of CV difference
Di, we hypothesize that under the assumption of a homo-
geneous cell population, the CV difference to the model
curve (Eq. 4) possesses a normal distribution (around
baseline). We further assume that majority of genes, in
a heterogeneous cell population, do not deviate much.
Therefore, we use the CV differences of the data points
around the model curve (Eq. 4) to fit a normal distribu-
tion. Even though robust local regression is used to esti-
mate the expression variation model, the model is still
influenced by those outlier genes. Hence, we use ker-
nel density to find the center of the normal distribu-
tion. Afterwards, we fit the normal distribution using
the CV differences below the center point. We can
calculate p-value of each data point from the normal
distribution and determine the significance of VEGs
comparing to initial homogenous cell population. The
procedure of Benjamini and Hochberg [16] is also ap-
plied to obtain the false discovery rate (FDR). Fig. 1
shows the overall workflow for detecting VEGs in
scRNA-seq data set.
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Fig. 1 Workflow of identifying significantly variably expressed genes
and the following analyses for single-cell RNA-seq data
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Simulation of scRNA-seq data from a homogeneous cell
population
In order to evaluate the robustness of our GEVM, we
generated a set of simulated data where we could con-
trol the baseline parameters and the differential expres-
sion status for a set of genes in a random set of cells.
First, we utilized exponential distribution (with 3 differ-
ent mean values: 0.25, 1, and 10, respectively) to create a
“master cell” and its genome-wide expression levels of a
cell population. The two lower mean values were de-
signed to reflect the nature of low expression events in
scRNA-seq data. The master cell expression level Mi

would be the base expression value of gene i for the
other single cells in the population (children cells de-
rived from a single master cell).
Given the master cell expression level Mi, and the

assigned parameters α, β, the children single cells xij
were simulated with a negative binomial distribution,

xije NB rij; pij
� �

ð5Þ

where the two NB parameters rij and pij were further
computed by,

rij ¼
μ2ij

σ2ij−μij
¼ μij

β−1þ αμij
ð6Þ

pij ¼
μij
σ2ij

¼ 1
βþ αμij

ð7Þ

Equations 6 and 7 were obtained utilizing our model
Eq. 3. The mean value of gene i in cell j, μij, was derived
from the master cell expression level with a Gaussian
distribution of μij =N(Mi, max(0.2, 0.2 *Mi)). Here we
required standard deviation greater than 0.2 to avoid
small or near 0 standard deviation.

Simulation of scRNA-seq data from a heterogeneous cell
population
To generate a cell population with non-distinct grouping
effects, we first select a percentage of cells to be deviated
from its original homogeneous population governed by
the master cell. To achieve that and with a set of se-
lected cells, we determine a subset of genes (variable
prct) whose expression levels to be altered, and we gen-
erate the log fold change of each selected gene from a
normal distribution to simulate a gradual fold change,
with majority of them with minimal alteration. The fold
change of a selected gene k is generated as,

log2 FCkð Þe Normal mean ¼ 0; s ¼ 2ð Þ ð8Þ

where the variation level can be controlled by modifying
the standard deviation s of the normal distribution. To
determine a subset of cells to be altered, the probability

of each cell to be deviated is in a uniform distribution,
uniform(0, 1) and a cell with probability larger than 0.9
is classified as a heterogeneous cell.
By using different distributions for simulation, we are

able to generate data close to real scRNA-seq data under
different conditions by changing the assigned parame-
ters. We also compare our model with the noise model
(Eq. 9) from a previous study [12]. At last, we measure
the root mean square error (RMSE) to test the robust-
ness of both methods on the simulated data, where
RMSE is evaluated against log10(CV) over μ at a fixed
interval, between input and estimated models.

log10 CVð Þ ¼ log10 μγ þ δð Þ ð9Þ

Single-cell RNA-seq data set for testing
Two mouse scRNA-seq data sets were obtained from
Gene Expression Omnibus (GSE65525 and GSE60361)
[11, 12]. GSE65525 is the mouse embryonic stem cells
with 24,175 genes in 933 single cells, sequenced using
CEL-seq protocol [17], and GSE60361 is the mouse
cerebral cortex cells with 19,970 genes in 3,007 cells, se-
quenced using quantitative single-cell RNA-seq protocol
[18]. Both data sets were counted using unique molecu-
lar identifiers (UMIs) to eliminate duplicated reads
caused by library amplification. Following previous study
[11], we also performed the same scaling normalization
method on both UMI count data sets,

kij ¼ kij �K =Kj; where Kj ¼
X
i

kij ð10Þ

where kij is the UMI count of gene i in cell j, Kj is the
total UMI count of cell j and �K is the average UMI
count among the cell population. Genes that expressed
in less than 1 % of the cell population were removed be-
fore applying to the model. As we shown later, the two
data sets distribute differently. Under these two distinct
cases, we will test the performance of the proposed
method under different conditions.

Results and discussion
Implementation of noise model on simulation data
To understand the robustness and limitation of the
noise model, simulated data sets with different pa-
rameters compositions were generated by using R and
then proceeded to identify the significantly VEGs fol-
lowing the flow chart in Fig. 1. Simulation modules
implemented were: 1) Master cell gene expression
generation; 2) homogeneous cell population gene ex-
pression generation (with model parameter α and β);
3) heterogeneous cell population generation (with
model parameter prct for number of genes deviated
from homogeneous cell population, and s for gene ex-
pression variation, Eq. 8).
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The VEG analysis algorithm will first estimate model
parameter α and β described in Eq. 4 by using a cascade
of regression (local fit, subsampling, and nonlinear least-
squares). For single-cell gene expression data, in the
ideal condition all genes should obey CV = μ− 1/2 [11],
following a Poisson distribution as depicted by a black
diagonal line in log(μ) vs log(CV) plot shown in Fig. 2.
In reality, the variance typically exceeds the sample
mean, justifying the negative binomial distribution in
many NGS applications (and in our simulation example,
Eq. 5. The cyan curve in Fig. 2 is the likelihood model of

robust local regression using the function locfit.robust in
R where outliers were iteratively identified and down-
weighted, which allowed us to accurately fit a baseline
for the data. The red line in Fig. 2 is the fitted homoge-
neous variation model and the orange line is the noise
model in Eq. 9. With the estimated model parameters α̂
and β̂; we will evaluate the regression robustness using
RMSE. The parameter estimation process was evaluated
by varying initial model parameters (α and β in Table 1,
s and prct in Table 2, and then number of cells in
Table 3) that deviated from master cell population.

1 1.5

0

0.15

0.5

−2 −1
log10(avg)

nls line, α = 0, β = 1.03

local fit line
Poisson distribution
VEGs (622)

Eq. 7 fit line

0 1 2

−1.0

−0.5

0

0.5

1.0

lo
g 1

0(
C

V
)

−2 −1
log10(avg)

0 1 2

−0.5

0

0.5

1.0

lo
g 1

0(
C

V
)

nls line, α = 0, β = 1.50

local fit line
Poisson distribution
VEGs (395)

Eq. 7 fit line

lo
g 1

0(
C

V
)

lo
g 1

0(
C

V
)

−2 −1
log10(avg)

0 1 2

0.4

0.8

1.2

0

0.6

1.0

0.2

-0.2

−2 −1
log10(avg)

0 1 2

nls line, α = 0.515, β = 1.002

local fit line
Poisson distribution
VEGs (465)

Eq. 7 fit line

0.4

0.8

1.2

0

0.6

1.0

0.2

-0.2
nls line, α = 0.520, β = 1.454

local fit line
Poisson distribution
VEGs (331)

Eq. 7 fit line

lo
g 1

0(
C

V
)

0

0.5

1.0

lo
g 1

0(
C

V
)

−2 −1
log10(avg)

0 1 2

nls line, α = 0.155, β = 1.011

local fit line
Poisson distribution
VEGs (541)

Eq. 7 fit line

0

0.5

1.0

−2 −1
log10(avg)

0 1 2

nls line, α = 0.157, β = 1.480

local fit line
Poisson distribution
VEGs (328)

Eq. 7 fit line

Fig. 2 CV-mean plot of data under different α and β. Other parameters were fixed as gene number = 15,000, cell number = 1,000 cells,
prct = 10 %, and s = 2
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Estimation of model parameters (α and β)
We firstly fixed the data set size 15,000 genes and 1,000
cells with prct = 10 % and s = 2, only the model parame-
ters α and β were changed, and the fit results of simula-
tion data are shown in Fig. 2. When α = 0 and β = 1, we
simply simulated the data in a Poisson distribution, fol-
lowing a diagonal line in the figure. When α became lar-
ger, the curve angled more prominent, which indicated
data deviated from Poisson distribution at the larger ex-
pression level. The increase of β resulted in the entire
data shifting away from the diagonal line, which might
be associated with different sources of technical noises.
We observed the robust parameter estimation as shown
in Table 1 in all initial model parameters (with RMSE
less than 0.01 for all these simulated cases). We noted that
sometimes the current model failed to fit a straight line
when α = 0, which we will investigate further for regres-
sion procedures at higher expression level specifically.
When the input parameter β became larger, the two

estimated model parameters were deviated from the in-
put parameters. However, even in the extreme case

where α = 0.5 and β = 1.5, the RMSE still very consist-
ent in our model (0.0054 ± 0.0005, see Table 1). On the
other hand, the orange line - the simple noise model fit-
ting using Eq. 9, can hardly fit the baseline of the simu-
lated data, which results in high RMSE (~0.05, 10x
larger than our proposed method) in most conditions.
We further examined the number of significant VEGs

under each condition. The pale green points in the log(μ)-
log(CV) plots in Fig. 2 were the selected as significant
VEGs with FDR < 0.05. In the ideal condition where α = 0
and β = 1, there are in average 940 genes changed by at
least two fold change and we have detected around 700
VEGs. Along with the increase α and β, the number of sig-
nificant VEGs decreased. In the condition where α = 0.5
and β = 1.5, there are only around 250 VEGs detected,
where around 950 genes are altered by at least two fold
change. It is reasonable since the data are more disperse
when α and β become larger. The dispersion affects the
fitted normal distribution of CV difference while deter-
mining the p-value for VEGs, which results in worse FDR
when the model parameters are large.

Table 1 Estimation of model parameters α̂ and β̂ under different α and β with fixed number of cells, prct, s, and gene number = 15,000.
Comparing with the noise model in Eq. 9, we have obtained fairly low RMSE in each condition

Simulation parameters Regression results

# of cells Prct (%) s α β α̂ β̂ RMSE RMSE (Eq. 9)

1,000 10 2 0 1 0.0003 ± 0.0002 1.0293 ± 0.0014 0.0074 ± 0.0006 0.044 ± 0.010

1.2 0.0004 ± 0.0003 1.2187 ± 0.0024 0.0047 ± 0.0006 0.066 ± 0.020

1.5 0.0007 ± 0.0004 1.5032 ± 0.0039 0.0028 ± 0.0007 0.091 ± 0.019

0.15 1 0.1557 ± 0.0005 1.0116 ± 0.0009 0.0047 ± 0.0003 0.049 ± 0.008

1.2 0.1562 ± 0.0007 1.1965 ± 0.0020 0.0038 ± 0.0004 0.030 ± 0.004

1.5 0.1569 ± 0.0007 1.4756 ± 0.0047 0.0043 ± 0.0006 0.017 ± 0.001

0.5 1 0.5146 ± 0.0013 1.0020 ± 0.0010 0.0038 ± 0.0004 0.060 ± 0.006

1.2 0.5161 ± 0.0011 1.1837 ± 0.0023 0.0039 ± 0.0003 0.047 ± 0.006

1.5 0.5187 ± 0.0016 1.4561 ± 0.0045 0.0054 ± 0.0005 0.030 ± 0.004

Table 2 Estimation of model parameters α̂ and β̂ under different prct and s with fixed number of cells, α, β, and gene number = 15,000

Simulation parameters Regression results

# of cells α β s Prct (%) α̂ β̂ RMSE RMSE (Eq. 9)

1,000 0.15 1.2 1 10 0.1563 ± 0.0005 1.1965 ± 0.0018 0.0037 ± 0.0003 0.028 ± 0.002

30 0.1579 ± 0.0006 1.2017 ± 0.0019 0.0048 ± 0.0003 0.026 ± 0.001

50 0.1612 ± 0.0009 1.2076 ± 0.0023 0.0071 ± 0.0005 0.027 ± 0.001

2 10 0.1563 ± 0.0005 1.1961 ± 0.0019 0.0040 ± 0.0005 0.033 ± 0.007

30 0.1612 ± 0.0017 1.2015 ± 0.0024 0.0077 ± 0.0014 0.036 ± 0.001

50 0.1713 ± 0.0014 1.2080 ± 0.0024 0.0147 ± 0.0012 0.050 ± 0.002

3 10 0.1572 ± 0.0012 1.1963 ± 0.0026 0.0056 ± 0.0009 0.048 ± 0.008

30 0.1649 ± 0.0010 1.1997 ± 0.0027 0.0122 ± 0.0011 0.054 ± 0.002

50 0.1775 ± 0.0012 1.2078 ± 0.0030 0.0225 ± 0.0011 0.096 ± 0.003
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Test estimation robustness with varying degree of
heterogeneity of cell population
Next we tested the performance of model under differ-
ent percentage of genes affected by random log2 fold
change values, which were generated by a normal distri-
bution with zero mean and standard deviation s (Eq. 8).
The data set size was still set as 15,000 genes and 1,000
cells, and we fixed the model parameters where α = 0.15
and β = 1.2. From the results in Table 2, we could ob-
serve that model parameter β is mostly identical and
remained close to 1.2 under different levels and numbers
of variable genes. However, the model parameter α be-
came larger (from 0.156 to 0.178) with the increments of
s and prct. This is unavoidable because α represents the
dispersion of the data set. With more genes deviated
from the homogeneous population, the dispersion in-
creased and estimated α biased from the input model
parameter value. Due to the deviation of α, RMSE also
increased when s and prct became larger. We concluded
that the scale and number of variable genes influence
the estimation of model parameter α, which results in
the increase of RMSE. Nevertheless, this issue is solved
during the determination of the distribution of CV dif-
ference, where we use kernel density to adjust the center
of the normal distribution.

Test estimation robustness with varying number of cells
At last, we would like to know if the model could be prop-
erly fit with limited number of cells. We reduced the
population size to 50, 100, or 500 cells. To test under a
moderate variation condition, we set prct = 10 %, and s = 2,
with model parameters remained as α = 0.15 and β = 1.2.
The results in Table 3 show that reducing the number of
cells slightly affected the estimation of α: α is larger when
the number of cells is smaller, in which CV of genes are
more disperse. The estimation of β also deviated a bit with
the decrease of the population size. Under 50 and 100 cells
conditions, the scattering of the data points around the di-
agonal line resulted in the estimation error of β and a
higher RMSE in lower number of cells. Moreover, the two
factors that influenced the estimation of α and β also
played a role in calling significant VEGs. Under the same
number of genes, we determined only about 355 VEGs in
500 cells condition, whereas about 596 VEGs were called
in 50 cells condition. With only a small number of cells,

the normal distribution of homogeneous genes is difficult
to estimate accurately, which might result in the increase
or decrease of detected VEGs. Hence, a sufficient number
of cells is necessary to accurately determine VEGs among
a cell population.
In conclusion, the major factors that influence the ro-

bustness of the noise model are how data distributes and
the number of cells. Fitting errors arise from two situa-
tions, 1) the estimated parameters are unusually large
(especially β) in the simulated cases, which is unlikely in
real scRNA-seq data, 2) the data distribute close to the
diagonal line in the CV-mean plot, but with many vari-
able genes at higher expression level, which results in
the failure of fitting a straight line. The cell population
size is also a concern; however, in reality a single-cell ex-
periment should be designed with a large number of
cells. Hence, the population size may not be a major fac-
tor for most single cell applications.
From the simulation results we could find out that a sim-

ple fitting method is not enough. By fitting the model in
Eq. 9 straightforwardly, we got much larger RMSE in every
condition. In contrast, our expression variation model de-
sign with multiple layers of estimates can be fitted properly
for most of the experiment condition. However, in some
cases the fitted model curve (red) lay under the local fit
curve (cyan) at the middle mean abundance interval, which
it might be a potential problem occasionally.

Application on real data sets
We have identified the VEGs for the two scRNA-seq
data sets, and the respective CV-mean plots are shown
in Fig. 3. From Fig. 3a, we can see that most genes in
the first data set (GSE65525) distribute nearby the diag-
onal line, inferring that the data were only affected
slightly by technical noises. Part of the fitted model over-
laps with the Poisson distribution line until the mean
abundance is larger than 1. Foreseeably, the two model
parameters are close to the ideal case, we estimated that
α = 0.044 and β = 1.260. In Fig. 3b, the cyan line is the
kernel density estimation of CV difference to find the
peak of the normal distribution of homogeneous genes.
Using the left side of the peak, the red line is the fitted
normal distribution and we identified 883 VEGs with
FDR less than 0.001.

Table 3 Estimation of model parameters α̂ and β̂ under number of cells with fixed α, β, prct, s, and gene number = 15,000

Simulation parameters Regression results

Prct (%) s α β # of cells α̂ β̂ RMSE RMSE (Eq. 9)

10 2 0.15 1.2 50 0.1595 ± 0.0024 1.1078 ± 0.0040 0.0127 ± 0.0007 0.037 ± 0.007

100 0.1587 ± 0.0023 1.1416 ± 0.0044 0.0085 ± 0.0009 0.034 ± 0.006

500 0.1575 ± 0.0009 1.1836 ± 0.0036 0.0047 ± 0.0008 0.032 ± 0.008
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The second data set, GSE60361 shown in Fig. 4a, is
much more disperse and deviated away from the diag-
onal line. However, our method still fitted a reasonable
noise model. Even though the local fit curve was termi-
nated around μ = 10, the extension of the noise model at
tail interval fitted well. The model parameters where α =
0.558 and β = 2.356 are much larger, and the histogram
of CV difference is also widely distributed. Similar with
the simulation case with high percentage of variable
genes, the fitted model can't locate accurately on the
center of the normal distribution of homogeneous genes.
In Fig. 4b, we estimated the normal distribution where
the peak is around −0.2. As a result, 3103 genes were de-
fined as VEGs, which is a very large number. We found
out that the average UMIs of each cell in the second
data set is only around 14,000, which is far less than the
first data set with around 29,500 UMIs. The small

number of UMI counts results in large dispersion of
data and detecting a large number of VEGs. Clearly, the
total UMI reads per cell in this data is too small to
obtain a precise estimation of model parameters. Add-
itional simulation perhaps is needed to further evaluate
the requirement of effect of number of UMIs for single
cell study.

Determination of single-cell subpopulations
After the determination of VEGs, we can use different
conventional bioinformatics tools to further study the
heterogeneity and subpopulation of single-cell popula-
tion. Principal component analysis (PCA) can be used to
find out possible subpopulations among the entire
single-cell population. Here we picked the first data set
to demonstrate the subsequent scRNA-seq analysis.
First, we used principal component analysis (PCA) on
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the log-transformed data of 883 selected genes to ob-
serve the heterogeneity among all cells, shown in Fig. 5.
We could find some possible subpopulations at the left,
top left, right, and bottom corners, which were labeled
in different colors in Fig. 5 After we determined subpop-
ulations from the PCA result, other methods can be ap-
plied to study the heterogeneity of the cell population:
using the principal component (PC) loadings to classify
the genes; or using Single-Cell Differential Expression
(SCDE) [19] and/or DESeq [20] algorithms to identify
differential expressed (DE) genes between different sub-
populations. We can further perform functional annota-
tion and pathway analyses on identified DE genes to
understand the origins of cell heterogeneity.
Even though the two scRNA-seq experiments obtained

from GEO database used two different techniques to
capture single cells with vastly different distributions in
the CV-mean plots as shown in Figs. 3 and 4 , we could
fit the expression variation models properly for both
data. In the previous two studies [11, 12], it has been
demonstrated that, using VEGs, cell heterogeneity has
been detected along with associated biological functions
of subpopulations. Clearly, finding the VEGs of a single-
cell experiment is just the first step. The subsequent
analyses that utilizing VEGs and their expression
changes across the cell population are the key of single-
cell RNA-seq analysis.

Conclusion
In this paper, we proposed a single cell gene expression
variation model, and demonstrated the method to re-
gress the model parameters for a single-cell RNA-seq
experiment by exploiting the relationship between the
coefficient of variation and mean transcript abundance
of all genes in the genome. A single-cell data simulation
was also designed and used to determine the robustness
of the model parameter estimation. In most condition the

model parameters were estimated precisely, and resistant
to the influence of factors such as population size, and dis-
persion of genes. The results of testing on two real
scRNA-seq data sets further confirmed our simulation,
while additional modeling requirement due to lower total
UMI count per cell warrants further investigation.
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