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Abstract

individual or not.

Background: Inadvertent sample swaps are a real threat to data quality in any medium to large scale omics studies.
While matches between samples from the same individual can in principle be identified from a few well characterized
single nucleotide polymorphisms (SNPs), omics data types often only provide low to moderate coverage, thus
requiring integration of evidence from a large number of SNPs to determine if two samples derive from the same

Methods: We select about six thousand SNPs in the human genome and develop a Bayesian framework that is able
to robustly identify sample matches between next generation sequencing data sets.

Results: We validate our approach on a variety of data sets. Most importantly, we show that our approach can
establish identity between different omics data types such as Exome, RNA-Seq, and MethylCap-Seq. We demonstrate
how identity detection degrades with sample quality and read coverage, but show that twenty million reads of a fairly
low quality RNA-Seq sample are still sufficient for reliable sample identification.

Conclusion: Our tool, SMASH, is able to identify sample mismatches in next generation sequencing data sets
between different sequencing modalities and for low quality sequencing data.

Keywords: Sample swap, Next generation sequencing data, [dentity matching

Background

Because no laboratory tracking method is perfect, there is
always a risk of error in sample identification in next gen-
eration sequencing (NGS), which increases as the size and
scope of a study increases [1]. Sequencing Core Labora-
tories and Genomic Centers utilize different instruments
and protocols from center to center [2]. E.g., upwards
of seven different protocols exist for RNA-Seq alone
and there are even variations in how these protocols
are executed [3]. As the number of steps in a proto-
col increase, and large numbers of samples are processed
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together, so does the chance for sample mix-up, sam-
ple cross-contamination or the wrong barcode-adapter
being assigned to a sample for indexing. Tools such as
MODMatcher [4] or MixupMapper [5] have found several
TCGA and LGRC microarray data sets that have sample
misidentification rates as high as 6.5%.

While there are methods for ensuring that a NGS sam-
ple on the flow cell is the same sample that arrived at
the sequencing center, there is no method for validat-
ing whether a sample that has already been sequenced is
the correct sample. Also, inadvertent sample swaps can
already occur before delivering samples to the sequencing
facility. In tumor-normal, knock down/knock out analysis
in primary cultures, or drug trial studies, an incorrectly
identified sample can have egregious effects on the result-
ing data.
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Existing sample identification methods, such as STR
profiling [6] or SNP panels [7, 8], require additional data
and experiments to validate whether a sample is correctly
identified. While a list of 20-45 SNPs [9, 10] could be
used to identify a sample, it is too narrow of a list to
reliably use in RNA-Seq experiments, which have vary-
ing read coverage based on gene expression and thus
often do not allow reliable genotyping of a given SNP.
Thus, with currently available methods and pipelines, an
RNA-Seq experimenter might be forced to pay for more
experiments in order to verify their samples identity.

Here we present SMaSH (Sample Matching using SNPs
in Humans). Unlike existing methods, such as STR pro-
filing, SNP panels, or post hoc computational analysis of
microarray data, SMaSH uses human-aligned NGS data
to determine whether or not two or more samples were
derived from the same patient. SMaSH uses a similar sta-
tistical approach as presented by Korneliussen et al. [11]
for the purpose of estimating kinship from NGS data.
However, in contrast to this previous work, SMaSH is
specifically geared to patient sample identity detection
rather than general kinship determination. It utilizes a
carefully selected set of SNPs from across the genome to
ensure that enough data points exist to call sample pair-
ings while keeping the total number of SNPs at a level that
would be amenable to storing the information extracted at
these SNPs as a fingerprint of the sample in a database.
Most importantly, we show that SMaSH is able to com-
pare across data types and has been able to successfully
identify matches between RNA-seq data, Exome data, and
MethylCap-seq data that were derived from the same
patient. This latter ability is crucial for quality assurance
in modern multimodal omics studies.

Results

Approach

In order to computationally identify samples that are
derived from the same individual, we select a set of com-
mon SNPs that we use as the genetic fingerprint of the
individual. In order to maximize our ability to apply our
method to data sets from different library preparation
methods we select SNPs in genomic locations that are cov-
ered by exome sequencing and various RNA sequencing
approaches. We also enforce a minimal distance between
neighboring SNPs to minimize effects of linkage disequi-
librium. These principles yielded a set of 6059 SNPs (see

Methods section for details).

Figure 1 then shows how two samples are compared
with each other. We first count the reads supporting the
reference and non-reference alleles at each of the selected
SNP locations, realizing that for a possibly large number
of these locations in any given comparison these counts
may be zero or very low. We then use a Bayesian approach
to calculate the probability that the read counts were
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generated from samples from the same individual (see

Methods section for details). This Bayesian approach
aggregates the evidence from all SNP locations automat-
ically giving more weight to locations with high read
counts than locations with low read counts. The final
result of this calculation is a p-value for the null hypothesis
that the two samples are derived from the same individ-
ual. If this p-value is below a preestablished threshold, our
tool SMaSH identifies the two samples as coming from
different individuals.

We provide an implementation of SMaSH in python 2.7
on github at http://github.com/rbundschuh/SMaSH. The
README file displayed at that url also provides explicit
instructions on how to run our software.

Since SMaSH is a classifier, its performance is best quan-
tified in terms of the Receiver Operator Characteristic (see

Methods section). In order to demonstrate that SMaSH
is indeed able to identify sample matches in different
sequencing data types, its performance was assessed on
several in house and public data sets of varying quality and
data type. We discuss the relevant results for each data set
below; Additional file 1 contains the individual p-values
for each comparison.

Performance on high quality datasets of different
sequencing approaches

We started by evaluating SMaSH on three high qual-
ity data sets, which are described in some more detail
below. For each of these data sets SMaSH provided per-
fect classification, i.e., all pairings involving samples from
the same individuals had higher p-values than all pair-
ings involving samples from different individuals. We
thus do not show the respective ROC plots. The first of
these three data sets consisted of 24 whole transcriptome
RNA-Seq samples evenly distributed among 12 patients
and is available under SRA accession SRP076801. Each
patient had one pair of tumor-normal samples and no
other associated samples. The p-values for all sample pair-
ings involving identical patients were numerically indis-
tinguishable from one; the largest p-value for a sample
pair involving different patients was below 107102 (i.e., the
p-values for all sample pairs involving different patients
were between 0 and 10~102), The second and third data
set tested were meant to evaluate the ability of SMaSH
to identify patient identity between different sequencing
data types. The second data set consisted of 149 sam-
ples distributed among 23 patients. Each patient had both
MethylCap-seq and RNA-Seq samples sequenced at up to
5 timepoints. These two different data types require very
different downstream analysis and library generation pro-
tocols, yet SMaSH was able to perfectly identify samples
from the same patients under these circumstances. The
lowest p-value for a sample pair from the same individ-
ual was 0.999999997 (i.e., all p-values of sample pairs from
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Fig. 1 Workflow of SMaSH. The number of reads supporting the wild type and alternate allele at 6059 SNPs in the human genome are counted and
a Bayesian approach is used to calculate a p-value for the null hypothesis that the two samples are derived from the same individual. W = Wild Type;

the same individual were between 0.999999997 and 1) and
the highest p-value for a sample pair from different indi-
viduals was 0.50 indicating that this data set was more
difficult to classify than the first one. The third data set
was obtained from TCGA and consisted of 20 lung squa-
mous cell carcinoma samples evenly distributed among
10 patients. Each patient had one RNA-seq sample gener-
ated at the UNC-LCCC and one Exome sample generated
at the Broad Institute. Here, again the p-values for all
sample pairings involving identical patients were numeri-
cally indistinguishable from one; the largest p-value for a

sample pair involving different patients was below 1034,
From these results, we conclude that SMaSH is able to
reliably identify patient matches even between different
sequencing data types.

Performance compared to similar software

A subset of the second data set consisting of 31 RNA-
Seq libraries and 9 MethylCap-Seq libraries was used
for comparison with VerifyBamID [12], a tool with the
same intent as SMaSH, which however relies on a sepa-
rate SNP calling step ahead of the evaluation of sample
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identity. We elected to use a subset instead of the full
data set due to the computational requirements of call-
ing SNPs for VerifyBamID. We called SNPs on this data
subset using samtools and bcftools [13]. To verify identity,
we used VerifyBamID s identity by descent (IBD) statistic.
An IBD closer to 0 indicated the two samples were less
related, while an IBD closer to 1 indicated the two samples
were potentially from the same patient. Figure 2 shows
the IBD of VerifyBamID compared against SMaSH s clas-
sification and indicates that SMaSH was able to better
identify samples originating from the same patient across
data types.

Performance on lower quality and low coverage data sets

Next, we tested SMaSH on a whole transcriptome data set
that due to its library preparation had lower than usual
RNA quality. A few representative Perkin Elmer Labchip
GX tracings reflecting the lower quality of these samples
in the barely visible 18S and 28S ribosomal RNA peaks are
available in Additional file 2. Quality control parameters
determined using RNA-SeQC [14] for these samples are
available in Additional file 3. The data set consisted of sev-
eral technical replicates and tumor-normal pairs. We were
initially blinded to all sample identities in this study; yet, as
can be seen in Figure 3 we were able to nearly completely
match samples originating from the same patient, despite
the lower quality of the data. The few false negative sample
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pairs visible in Fig. 3a all turned out to include a sin-
gle, problematic sample (sample RNAQ9). This sample was
later rejected from further analysis because of failed QC
(duplication rate of 0.68; see Additional file 3). Figure 3b
shows the ROC curves excluding the rejected sample.

In order to evaluate the effect of coverage, we also sub-
sampled each sample from approximately 35 million reads
per sample, to 20 million, 15 million, 10 million, and 5 mil-
lion reads per sample. As seen in Fig. 3, as the data quality
and coverage decrease, the ability of SMaSH to classify
sample pairs also decreases. However, even with 5 million
reads per sample the area under the curve (AUC) is still
a respectable 0.967 or 0.966 with and without removal of
the one low quality sample, respectively. It is important
to point out that for the downsampled samples SMaSH
reported NOTEST instead of a probability if there is no
SNP with any coverage in both samples of a pair and these
pairs were excluded from the evaluation. This affected 3
and 64 of the 3160 total pairs of samples in the 10 million
read data set and the 5 million read data set, respectively.
The lower coverage samples also allowed us to identify a
p-value cutoff that corresponds to the upper left hand cor-
ner of the ROC curve (i.e., the point where false negatives
start to become noticeable), and we found that a cutoff of
p = 0.95,i.e., ata0.05 probability that the two samples are
from different individuals, is optimal. As demonstrated in
Fig. 4, this threshold (like many other possible choices)
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Fig. 2 Receiver Operating Characteristic curves for the performance of SMaSH and VerifyBamID on a subset of data set 2 consisting of RNA-Seq and
MethylCap-Seq libraries. Each curve shows the fraction of true positives as a function of the fraction of false positives. The black solid curve (which
follows the axes as SMaSH is a perfect classifier on this data set) represents SMaSH and the red curve represents VerifyBamID. The circles indicate the
performance at a p-value/IBD cutoff of 0.95
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Fig. 3 Receiver Operating Characteristic curves for the performance of SMaSH on a fairly low quality RNA-Seq data set. Each curve shows the
fraction of true positives as a function of the fraction of false positives. The black solid curves correspond to the full data sets while the colored
dashed curves correspond to different degrees of subsampling in order to illustrate how performance depends on read coverage. (a) shows data for
all samples while (b) shows data after removal of all comparisons involving one sample that was later excluded from the study due to very low RNA
quality. The circles indicate the performance at a p-value cutoff of 0.95

leads to perfect classification in the first three data sets
as well.

Performance on data sets with familial relationships

Finally, we applied SMaSH to samples sequenced from
family members in order to test how well it performed
when samples had a greater degree of genetic similarity.
Exome data sets from a pair of siblings [15] and RNA-
Seq data sets [16] from Family 1 (a mother, father, and
their child) and Family 2 (a mother, father, and their two
children) were tested. SMaSH calculated a probability of

7.8 - 10~201 that the pair of Exome samples were from the
same individual and thus was clearly able to identify the
two siblings as different individuals. The probabilities for
the family RNA-Seq data are shown in Table 1. In Family
1, the null hypothesis of the samples being from the same
patients was rejected at a 0.95 level for all sample pairs,
even though the probability of the mother and the child
being the same individual was reported as 0.16 and the
probability of the father and the child being the same indi-
vidual was reported as 0.80. In Family 2, the probability
of the two childrens samples to have come from the same
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Fig. 4 p-value distributions for all four data sets. Each symbol corresponds to the comparison of one pair of samples in the respective data sets and
its height represents the calculated probability that the two samples are derived from the same individual. Red diamonds indicate sample pairs from
the same individual while blue circles indicate sample pairs from different individuals. For data set 4 data after exclusion of the failed quality control
sample RNA09 is shown. The dashed line corresponds to the chosen threshold of 0.95 that discriminates pairings involving the same individual from
pairings not involving the same individual in all four data sets

individual was calculated as 0.9999995 while the proba-
bility of the father and one of the children to have come
from the same individual was calculated as 0.96. The other
sample pairs were rejected at the 0.95 level. Given these
findings, we do not recommend using SMaSH to identify
sample pairs when multiple family members are suspected
to be represented within the same dataset.

Discussion
We have shown that a Bayesian framework applied to read
counts at a carefully selected set of about 6000 human

Table 1 Calculated probabilities that samples from members of
two families come from the same individual

Mother 1 Child1 Father2 Mother2 Child2
Fatherl 4.107%6 0.80 2.107151 7.107174

Sibling 2
1. 10—161 3. 10—177

Mother 1 016  2-107%1 3.107240 8.10%7 1.107%%°
Child 1 3.1017 6.10717% 3.107182 4.1071%8
Father 2 1.1078 096 032
Mother 2 075 0.16

Child 2 0.9999995

SNPs is able to determine, with high reliability, if two NGS
samples stem from the same individual or not, even if
the data sets come from completely different sequencing
types such as RNA-seq, Exome analysis, and MethylCap-
seq. The key to the approach is that the evidence from
many potentially weakly covered genomic locations is
aggregated into a single p-value for the hypothesis that the
two samples stem from the same individual.

We found that SMaSH performed perfectly for high
quality samples not involving samples with genealogi-
cal relationships. However, as sample quality or sequence
coverage decrease, false classifications occur. We noted
that even in these challenging situations, the approach
provides a ranking of sample relatedness, which may
still be enough to detect possible sample swaps. Most
likely such low quality samples would anyway have to be
rejected, not because SMaSH fails to verify their identi-
ties, but because their quality is not sufficient for whatever
downstream analysis the sample has been sequenced for.

Genealogical relationships between samples have a ten-
dency to lead to false positives. While it is in princi-
ple possible to extend the framework to not only test
for identity of individuals, but also allow parent-children
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relationships as alternative hypotheses, we found that
such extension creates more false classifications on data
sets without genealogical relationships due to increased
permissiveness. We therefore did not further pursue this
issue and currently recommend not to apply the tool
to data sets with genealogical relationships, or at least,
if doing so, not to count detected putative identities
between related samples as sample swaps. However, even
in the presence of genealogical relationships, the absence
of a detected identity between samples that should cor-
respond to the same individual is an indication of a
sample swap.

One may ask if our approach is sensitive to race and/or
ethnicity of the samples. Our list of SNPs is derived from
the 1000 genomes project [17], which includes individ-
uals from a broad set of races and ethnicities. Also, it
has been estimated that only 15% of all human SNPs
are population-specific [18], implying that most SNPs are
shared across populations. Thus, we would not expect
that our set of SNPs works preferentially for a particular
race or ethnicit; however, we were not able to explicitly
test this assertion given that data sets 1 and 3 solely stem
from Caucasian patients and we were blinded to race and
ethnicity information in data sets 2 and 4.

The advantage of our approach using a fixed set of SNPs
is that for the purpose of identifying sample relationships
within a study or across studies it is not necessary to access
alignment files for every test but it is enough to count
the number of reads supporting wild type and alterna-
tive alleles at each of the about 6000 locations for any
future comparisons. In fact, it is most efficient to pre-
compute the three quantities Q(m, n|k) for each SNP (see
Eqg. (3) in the Methods section), and, store these quan-
tities in a database as a fingerprint of the sample for
future comparisons. Furthermore, by using this fixed set
of SNPs, SMaSH is able to work directly with aligned files
and does not require variants to be called in a separate
step, allowing it to be used earlier in a quality control and
data processing pipeline.

While using a standardized set of SNPs can be advanta-
geous for the reasons discussed above and while we were
careful in constructing our set of SNPs to maximize the
applicability of SMaSH to many different data types, the
experimental design may require a different set of SNPs
to be used. For example, if all data in a study comes from
whole genome sequencing, expanding the set of SNPs
beyond exon regions should improve the performance of
the method, albeit at added computational cost. Since
SMaSH reads the list of SNPs from a file in vcf format, it is
easy for a user to provide a different or larger set of SNPs.
However, increasing the set of SNPs may not be justifi-
able given the near perfect performance of our approach
on multiple different data types using the selected set of
about 6000 exonic SNPS).
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One downside of our approach is that it currently can-
not be applied to bisulfite converted data types [19].
Since in bisulfite conversion unmethylated cytosines are
converted to uracils (which are read as thymines), some
apparent alternative alleles are really a consequence of
changes in methylation and/or cannot be detected at
all. Thus, bisulfite conversion must be explicitly taken
into account in the statistical model. Another avenue of
future improvements is the development of a database of
fingerprints of standard cell lines to enable the routine
verification of cell line identities

Conclusions

In summary, we have developed our tool SMaSH that
is able to computationally aggregate SNP information to
evaluate if two NGS samples are derived from the same
individual or not. We have tested our tool on several
unique data sets, established excellent performance on
high quality data sets, and characterized how performance
decreases for low quality, low coverage data sets. Most
importantly, we have shown that our tool is able to detect
matches between different sequencing data types. With
this ability, our tool is ready to improve data integrity in
modern multi-omics studies by verifying sample identity
and reducing the impact of inadvertent sample swaps.

Methods

SNP selection

SMaSH uses a standard set of SNPs in order to test
whether or not two NGS samples were generated from
the same individual. We derived this standard set by first
downloading all annotated SNPs from the 1000 genomes
database [17] and selecting all SNPs s that had an allele
frequency ¢s in the range 0.1 < ¢s < 0.9 located
throughout the entire genome. To decrease computa-
tion time and simultaneously increase the chance of
finding SNPs occurring in multiple data types, such
as Exome and RNA-Seq data sets, we then intersected
these SNPs with the Illumina TruSeq Exome Enrich-
ment Kits (TruSeq Exome Enrichment Kit Data Sheet,
lllumina, San Diego, CA) targeted regions as well as
the Agilent SureSelect (SureSelect Human All Exon V5
data sheet, Agilent Technologies, Santa Clara, CA) tar-
geted regions. These regions are more likely to have
coverage for SNP calling across all discussed data types:
whole genome sequencing, RNA-seq, Exome-seq, and
MethylCap-seq. To account for linkage equilibrium, we
required each SNP to be at least 100kb away from any
other SNPs in the list. In cases where SNP were closer
than this minimum distance, we chose the SNP with
the allele frequency closest to 1/2 in order to maximize
the information content contributed by the SNP. This
resulted in 6059 SNPs to be tested, which are listed in
Additional file 4.
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Algorithm We then need to calculate

For each sample being tested, SMaSH iterates over every

SNP in the 6059 SNPs dataset. For each S§FSMaSH Prix|ms, ns, Mg, ng} “)
uses pysam13] to determine the total number of reads X Q(ms, nglhs) Q(mg, nglhy) %

covering the SNP, the numbems of reads that match the S hs hg

reference nucleotide, and the numbaers of reads that do x P(hs, hy/).

not match the reference nucleotide.
After gathering read information, SMaSH employs a This can be most conveniently done by arranging the inte-

Bayesian model to calculate the probability that two sam- gralsQ(m, n|h) for each SNPsinto a 3x3 matrix Qs with

ples are derived from the same individual. To this end, we matrix elements

introduce a variablex that takes the value | if the two sam-

ples are from the same individual and the value D if the (Qnn = Qms, Nl QMg Nglh ). ®)

two samples are from different individuals, with associ- Similarly, the term P(hs, h¢|x) in Eq. @) can be written as

ated priors and p= 1S |, respectively. Forthe prior one 3x3 matrixlsfor x = | (same individual) and another

value we choose | = 0.01 but we noted that the specific 3x3 matrix Ds for x = D (different individuals). These are

choice of this value does not affect the results significantly. expressed in terms of the population allele frequengy of
We also introduce the apparent alternate allele fre- the current SNP being tested as

quencyfs [0, 1] for each SNP in a sample and the genotype = \2

hs of SNP s in a sample. The latter can have the val- (1S g Ov 0

ues WW (homozygous wildtype), AA (homozygous alter- s = 0 205(1S as) O and

2
nate), and WA (heterozygous). The probability to observe (3 0 ~ Ys ~
read countsms and ns from one sample andmg and (lqus)4 205(1S as)® g3(1 qus)2
ng from the other sample with the hidden variables tak- Ds = 29415 q5)° 40%(1S 5 203(1S qg)
ing valuesfs, fg, hs, hg, and x, respectively, is then given a2(1S gs)? 203(1S qy) ae
by Finally we obtain the probability that the two samples are

Pr{ms, ns, Mg, N, fs, fg, s, hg, X} = from the same individual as

= x  P(msnglf)P(fs|hs) x Pr{x = I|ms,ns,mg,ng} = (6)
s I sTr(Qsly)
x P(Mg, Nglfs) P(fs|ng P(hs, hylX). ST QDY+ 1 LTH0d9]

We model sequencing itself as a binomial process, i.e.where Tris the trace over the 3x3 matrices.
we use

N+ m 5 Receiver operating characteristic analysis
P(m,n|f) = fh@asfHm. (1) The tradeoff between sensitivity and specificity of our
n algorithm was quantified using Receiver Operating Char-
For the apparent alternate allele frequencidswe expect 2acteristic (ROC) analysis. To this end, we precalculated
values close to zero (but not quite zero due to sequenc-the Qsi defined in Eq. @) for every SNPsin each of theN
ing errors) forh = WW, values close to one foh = AA, samplesi of a data set. This allowed us to_efflc_lently cal-
and values around A2 for h = WA. To model these Cculate the probabilityp;; that samples andj derive from

expectations, we choose a beta distribution the same individual using Eq ) for each sample paifi, j)
with i < j. We also used the experimental design of the

— f nS1(1§ ) nS1 @ respective data sets to determine the reference set
B( h, n) T={(i,j)|i andj derive from the same individug
with - ww = aa =1, ww = aa = 30,and wa = 5yrye positives. We then sorted the; j and calculated for

wa = 2, whereB( , ) is the beta function. Since we

/ - = = each cutoff value in this list the true positive rate
will apply a Bayesian approach, the relevant combination

of these two probability distributions is TPR= {(i,)) ITl_||loi,j pH e
1
Q(m,nlh) = P(m, n|f)P(f |h)df (3) and the false positive rate
0 ..
_n+m B( p+n, p+m) epr= (D Tlpj P ®)

n B n) NOSD ST



